La inteligencia artificial
y la ensefianza de |a filosofia’

En este texto queremos plantear una serie de cuestiones

filosdficas previas o preliminares (no técnicas) que
permitan entender mejor de qué se esta hablando cuando
se habla de inteligencia artificial (IA), asi como afrontar
algunas de sus implicaciones epistemoldgicas. De este
modo, consideramos que la filosofia puede servir a formar
al alumnado y contribuir a la reflexion de la sociedad en su
conjunto con el objetivo de que se puedan encarar con
responsabilidad y conciencia critica los enormes retos que
plantean actualmente los distintos desarrollos de la IA, y
los que seguiran planteando en el futuro.

ERNESTO BALTAR
Universidad Rey Juan Carlos

uestra tesis es que la filosofia puede

ayudar a coordinar y organizar 4m-

bitos de estudio tan amplios y dife-
renciados como los que se concitan en el
campo de la IA, merced a su visién global,
externa y de conjunto, y a su capacidad de
aplicar conceptos, clasificaciones y categorfas
racionales para tratar de comprender toda la
complejidad inherente a este tema.

Nota: Este articulo es una versién modificada (reducida en algunos apartados y ampliada en otros) del capitulo

de Ernesto Baltar “La necesidad social y educativa de la Filosofia ante los retos de la Inteligencia Artificial”, pu-
blicado por Alvaro Ledesma y Herminio Pagola (eds.), Para todo y para nada. Miradas contemporéneas de la fi-
losofia, Servicio de Publicaciones de la Universidad de La Rioja, Logrofio, 2023, pp. 151-168.
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INTRODUCCION: UN ENFOQUE
FILOSOFICO DE LA IA

Cuando defendemos la utilidad de un enfoque
filoséfico de la inteligencia artificial (IA) nos
referimos a la necesidad de plantear una serie
de cuestiones preliminares o previas, no estric-
tamente técnicas o cientificas, sobre este tema.
La IA plantea cuestiones importantes a mu-
chos niveles: a nivel epistemoldgico, metodo-
l6gico, de teorfa del conocimiento, de légica,
de teorfa de la ciencia, de teorfa de la mente,
asi como a nivel de la concepcién antropolé-
gica, de la teorfa de la accién y de la decisién,
de las consecuencias éticas, e incluso hay un
trasfondo ontolégico de la cuestién. Ademads,
al ser un objeto de estudio interdisciplinar,
contiene elementos de las matematicas, de la
computacién, de la psicologia, de la lingiiistica,
de la neurociencia, la cibernética, etc. Por
ejemplo, en el campo de la “ciencia cognitiva”
(que puede ser un buen punto

de referencia interdisciplinar

para abordar las cuestiones de
la IA que tienen que ver con
la cognicién) se entrecruzan y
solapan muchos de esos cam-

pos de estudio.

En primera instancia, pa-
rece imposible manejar y con-
ciliar 4mbitos tan distintos,
pero nosotros consideramos
que si se puede intentar es
desde la filosoffa, porque ve
las cosas desde fuera y puede
aplicar conceptos, clasifica-
ciones y categorias racionales
para organizar todo ese pano-
rama tan complejo y asf tratar
de comprenderlo. Dentro de

las numerosas cuestiones filo-
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La filosofia puede
manejar y
conciliar los
distintos ambitos
que se concitan
en la |A, porque
ve las cosas
desde fueray
aplica conceptos,
clasificaciones y
categorias
racionales para
organizary
comprender ese
panorama tan
complejo

séficas que plantea la inteligencia artificial, en

este texto queremos centrarnos en tres:

1) En primer lugar, queremos aclarar el con-
cepto mismo de “inteligencia artificial”.
Como es una expresion ya establecida y ge-
neralizada la damos por supuesta y por co-
nocida y no nos la planteamos, pero en el
momento en que uno se pone a analizarla
se da cuenta de que es realmente muy pro-
blematica. Creemos que aqui se encuentra
el origen de muchas confusiones, pues se
utiliza de forma equivoca un término que
es claramente analdgico, pero no se funda-
menta ni explica la analogfa. En conse-
cuencia, se utiliza la misma palabra para de-
signar cosas cualitativamente distintas, de
modo que se cae en constantes malenten-
didos y se hace imposible el didlogo o el

contraste de argumentos.

2) En segundo lugar, y directamente relacio-
nado con lo anterior, queremos abordar
muy brevemente las distintas concepcio-
nes o planteamientos que hay sobre la in-
teligencia artificial, que se pueden clasifi-
car fundamentalmente en cuatro tipos.
Nos centraremos sobre todo en uno de
ellos, que es el mas amplio y extendido y
el que resulta mas interesante: el llamado
“modelo del agente racional” o “del agente
inteligente”. Y enumeraremos algunos pro-
blemas filoséficos de primera magnitud
que plantea, como la racionalidad, el
aprendizaje, la toma de decisiones, la in-
tencionalidad, la conciencia, la introspec-
cién, la autoconciencia, el lenguaje, la me-

moria, la percepcién, etc.

3) En tercer lugar, hay consecuencias o de-

rivadas éticas de la IA (en las que no en-
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traremos aqui por cuestiones de espacio,
aunque no son menos relevantes). Las
nuevas tecnologfas crean situaciones nue-
vas, que antes no existfan, y muchas veces
surgen nuevos problemas, y hay que ana-
lizarlos y tratar de darles una solucién. Por
supuesto, no son sélo problemas éticos,
sino que también crean problemas nuevos
a nivel legal, social, politico, etc. Gene-
ralmente se suele decir que las leyes van
por detrds de la realidad, pero hay cues-
tiones en las que no se puede esperar a ver
qué pasa porque son irreversibles y no tie-
nen vuelta atrds, o causan un dafio irre-

parable y que ya no se puede subsanar.

Evidentemente, quienes piensen que se
pueden dejar todos estos temas en manos de
los expertos, de los técnicos o de los ingenie-
ros informdticos, seguramente ni se planteen
las derivadas éticas. En el 4mbito de la téc-
nica parece imperar una légica, una tecno-lg-
gica podriamos decir, que asume que todo lo
que sea técnicamente posible se acabard ha-
ciendo m4s tarde o mas temprano'. En la
asuncion de esa actitud fatalista se concitan
los intereses de muchos grupos sociales, em-
presas y personas.

EL CONCEPTO DE INTELIGENCIA
ARTIFICIAL

Una primera causa de confusién cuando habla-
mos de “inteligencia artificial” es la falta de cla-
rificacién del término. En el lenguaje corriente
y en los debates publicos que se difunden en los
medios de comunicacién, cuando se habla de
inteligencia artificial se estd dando por sentada
de manera acritica la hipdtesis de la IA fuerte y
el llamado “gran suefio de la IA” (Wooldridge
2020, 2-3), es decir, la posibilidad de construir

maquinas que tengan las mismas capacidades
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de accién inteligente que po-
seemos los seres humanos;
entre otras cosas, que tengan
conciencia, que sean auto-
conscientes y que operen de
manera auténoma como lo
hacemos nosotros. Es normal
que esta version sea la mas ex-
tendida en la sociedad en ge-
neral, pues es la que predo-
mina en las novelas, peliculas,
videojuegos y series de televi-
sién, pero hay que ser cons-
cientes de que no deja de ser
eso: una figuracién que se sos-
tiene en el 4mbito de la cien-

cia-ficcion.

Lo cierto es que la inmensa mayoria de los
investigadores de la IA no se dedican a traba-
jar para lograr ese “gran suefio”, sino que se
ocupan en otras tareas —quizd menos excitan-
tes o glamurosas, pero seguramente m4s Utiles
para todos— y se centran en desarrollar en
las maquinas determinadas tareas muy especi-
ficas que hasta ahora han requerido cerebros
humanos (y también en ocasiones cuerpos hu-
manos) y que las técnicas de computacién
convencionales no han logrado desarrollar;
por ejemplo, las herramientas de traduccién
automdtica, los instrumentos de realidad au-
mentada, los coches auténomos, distintas apli-
caciones en el ambito de la salud (sobre todo
para el diagnéstico de enfermedades mediante
el reconocimiento de imagenes), etc. Estas son
las principales dreas de investigacién de la IA

en las que se trabaja actualmente.

Aunque desde un punto de vista filoséfico
la hipétesis de la IA fuerte resulte seguramente

mads sugestiva y estimulante, por los profundos
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desafios que plantea, hasta ahora buena parte
de sus contenidos estdn confinados en el te-
rreno de la pura especulacién. A dia de hoy,
no s6lo no se ha conseguido desarrollar en las
maquinas esas capacidades “fuertes” sino que
no se sabe si serd posible alcanzarlas en algin
momento, pese a que los publicistas de la IA
estén poniendo constantemente deadlines o fe-
chas de cumplimiento que después siempre
tienen que ir aplazando o retrasando ante la
evidencia de los hechos (no hay que minus-
valorar la fuerza recaudatoria de esos anuncios,
pues estas investigaciones requieren de enor-
mes cantidades de financiacién). Ademds, no
hay consenso en que ese deba ser el fin Gltimo
de la IA, ni tampoco est4 claro, en caso de que
fuera posible su cumplimiento, que se trate de
un objetivo bueno o deseable para la sociedad.
No en vano, se suele hacer referencia a posi-
bles escenarios distépicos e incluso apocalip-
ticos que podria plantear la IA fuerte, como la
desaparicién masiva de puestos laborales a
manos de la robética, el desarrollo de superin-
teligencias que pudieran tomar el control
sobre los seres humanos y que incluso pudie-

ran provocar nuestra desaparicion, etc.

Por otra parte, si analizamos el concepto de
Inteligencia Artificial en si mismo, nos damos
cuenta de que es un concepto analégico que se
establece por comparacién con la Inteligencia
Natural, en concreto con la Inteligencia Hu-
mana, que es la tnica que conocemos. Por de-
bajo de esta dicotomfa se encuentra la distin-
cién clasica entre lo natural y lo artificial, entre
lo que es por naturaleza y lo que el hombre fa-
brica o produce (los artefactos)?. Lo que quere-
mos subrayar aqui, en primer lugar, es que si el
fundamento de la analogfa simplemente se da
por supuesto y no se explicita, como suele su-

ceder, entonces no logramos entender la com-

84 OcTusre / DICIEMBRE 2025

Si analizamos el
concepto de
Inteligencia
Artificial,

nos damos
cuenta de que
€s un concepto
analogico que se
establece por
comparacion con
la Inteligencia
Natural,

en concreto

con la
Inteligencia
Humana,

Unica que
conocemos

paracién y caemos en la con-

fusién. La analogia es una re-
lacién entre relaciones e im-
plica proporcionalidad, orden,

armonfa, semejanza, limite,

equilibrio... Consiste en la semejanza a pesar de

las diferencias: como decfan los clasicos, es

“simplemente desemejante” (simpliciter diversa)

y “segtn algin aspecto semejante” (secundum

quid eadem).

Si nos atenemos a la clasificacién escolas-

tica tradicional de los nombres comunes (re-

cordemos que el nombre comin es aquel que

se predica de muchos seres distintos), pode-

mos distinguir tres tipos fundamentales de

términos:

1) Equivoco: es aquel que tiene significa-

dos totalmente distintos.

2) Univoco: es aquel que tiene un sentido

perfectamente idéntico, sin orden de priori-

dad y posterioridad.
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3) Andlogo: es aquel que tiene en parte
un sentido idéntico y en parte un sentido di-
verso o desigual, con orden de prioridad y de
posterioridad.

En cuanto al concepto de IA, aunque se uti-
lice muchas veces de manera equivoca (sin ni
siquiera plantearse el significado ni ser cons-
ciente de las dificultades que conlleva), parece
evidente en principio, como hemos dicho, que
se trata de un concepto andlogo. El problema
viene cuando se quiere explicar o determinar
qué tipo de analogia es la que se estd estable-
ciendo en cada una de las concepciones de la
IA: ahi es donde reside la clave de comprensién
del concepto y la dificultad mds importante.

Una tarea pendiente que convendrfa hacer
sobre cada una de las distintas concepciones
existentes de la IA y que la filosofia puede ayu-
dar a clarificar es determinar en cada caso cudl
es el tipo de analogfa establecida, si realmente

hay una analogfa y no se ha caido en equivo-
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cidad. En la mayoria de los

casos habria que encontrar el
término medio o los términos
medios que sirven de media-
cién entre ambas concepcio-
nes de la inteligencia; la clave
serfa captarlos y analizarlos.
También habria que distinguir
si es una analogia, a) segiin el
conocimiento (secundum in-
tentionem) y no segtn el ser
(secundum esse), b) segin el
ser y no segin el conoci-
miento, o ¢) si es segtn el ser
y segin el conocimiento.
Todas estas indicaciones pre-
vias servirfan para clarificar
enormemente los debates

sobre la [A.

Como exponen
Stuart J. Russell y
Peter Norvig en
Inteligencia
Artificial: Un
Enfoque Moderno,
existen cuatro
modelos principales
o paradigmas

de comprensién

de la IA: el
cognitivo, el légico,
el conductista y el
del agente racional

Veamos a continuacién cudles son los

modelos mas importantes de comprensién

de la IA.
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CUATRO MODELOS
DE COMPRENSION DE LA IA

Como exponen Stuart J. Russell y Peter Norvig
en Inteligencia Artificial: Un Enfoque Modermno,
existen cuatro modelos principales o paradig-
mas de comprension de la [A: el cognitivo, el
l6gico, el conductista y el del agente racional.
Veamos muy brevemente en qué consiste cada
uno de ellos y qué problemas filoséficos plan-

tean:

1) Modelo cognitivo: sistemas que
piensen como los seres humanos

Este modelo se ha formulado de varias maneras:
unos autores plantean automatizar actividades
como la toma de decisiones, la resolucién de
problemas o el aprendizaje (actividades que
todos asociamos al pensamiento humano);
otros hablan directamente de hacer que los or-
denadores piensen, construir maquinas que
tengan mentes. Para todo esto es necesario en-
tender primero el funcionamiento de la mente
humana, ya sea por introspeccién o por expe-
rimentos psicolégicos. Una vez que se tenga
una teorfa suficientemente precisa de cémo tra-
baja la mente humana, entonces se podr4 tras-
ladar a un programa de ordenador, con datos de
entrada y salida del programa (inputs/outputs) y

tiempos de reaccién similares a los de un ser

humano (cfr. Russell y Norvig 2011, 4)°.

El problema de este enfoque es que por un
lado el funcionamiento de la mente humana
y del cerebro sigue siendo un misterio (a dfa
de hoy no hay una teorfa unitaria ni suficien-
temente definida al respecto) y, por otro lado,
ya el hecho de limitar el pensamiento a reso-
lucién de problemas es un enfoque tremen-
damente reduccionista (ademds, se fijan sélo
en determinado tipo de problemas; otros ni

siquiera los consideran).

2) Modelo légico o de las
“leyes de pensamiento”: sistemas
que piensen racionalmente

Corresponde a la tradicion logicista de la [A,
que trata de construir sistemas inteligentes a
partir de programas informéticos que resuel-
van cualquier problema que pueda ser des-
crito en notacién logica (el problema tiene
que ser resoluble en términos 16gicos). Ponen
el énfasis en hacer inferencias correctas y se
centran en el estudio de los cédlculos que
hacen posible percibir, razonar y actuar, o en
el estudio de las facultades mentales me-

diante el uso de modelos computacionales

(cfr. Russell y Norvig 2011, 5).

Un problema evidente de este enfoque es
que hay formas de actuar racionalmente que
no implican necesariamente realizar inferen-
cias légicas (cuando retiramos la mano del
fuego para no quemarnos es un acto reflejo, y

resulta mucho mas eficiente que ponerse a

La hipétesis de la IA fuerte defiende
que las maquinas sl ple.nsan r.ealmente dificil expresar en notacién légica cierto tipo
(se Oponen al pensam lento sim UladO), de conocimiento, como los conocimientos in-
mientras que la hlpéteSIS de la A formales. Ahf estd todo el campo de la légica
débil defiende que es pOSible que las  difusa (fuzzy logic), que tanto desarrollo estd te-
méquinas actden con inte|igencia o niendo estos tltimos afios. En cualquier caso,
“como si” fueran inteligentes

pensar si la quitamos o no). Ademds, es muy

una cosa es resolver un problema en la teorfa y

otra muy distinta resolverlo en la practica. Y
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un sistema de IA tendrd que saber manejarse

en la realidad, en el mundo operativo.

3) Modelo conductista
o de simulacidn: sistemas que actuen
como seres humanos

Se trata de desarrollar maquinas capaces de
realizar funciones que normalmente hacen
las personas aplicando su inteligencia. Otros
lo formulan diciendo que se trata de lograr
que los ordenadores hagan tareas que parecen
especificamente humanas, o que por ahora

hacen mejor los seres humanos.

El problema es que, en cualquier caso, lo
maximo que podrfamos decir es que una ma-
quina llega a simular determinados compor-
tamientos humanos. En general, la hipétesis
de la IA fuerte defiende que las maquinas si
piensan realmente (se oponen al pensa-
miento simulado), mientras que la hipétesis
de la IA débil defiende que es posible que las
mdquinas actien con inteligencia o “como

si”™ fueran inteligentes.

4) Modelo del “agente racional”:
sistemas que actuen racionalmente
Consiste en el “estudio de los agentes que re-
ciben percepciones del entorno y llevan a
cabo las acciones, segiin determinadas funcio-
nes” (Russell y Norvig 2011, 33), poniendo
por tanto el énfasis en la agencia inteligente
—o inteligencia agente— de un sistema que es
capaz de decidir qué hacer y a continuacién

emprender la accién.

Este enfoque del “agente racional” es el mas
amplio y omnicomprensivo de los existentes,
pues retine todas las habilidades necesarias re-
cogidas en el test de Turing’ y considera que un

agente es racional cuando actta con la inten-
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cién de alcanzar el mejor re-
sultado (o, en casos de incer-
tidumbre, cuando logra el
mejor resultado esperado).
Para ser considerados como
tales, a diferencia de los soft-
ware convencionales, los
agentes racionales tienen que
estar dotados de controles au-
ténomos, percibir su entorno,
persistir durante un perfodo de
tiempo prolongado, adaptarse
a los cambios y ser capaces de
alcanzar objetivos diferentes.

En el siguiente apartado
vamos a recoger algunos de

los problemas filoséficos fun-

El enfoque del
“agente racional” es
el mas amplio y
omnicomprensivo de
los existentes, pues
redne las habilidades
recogidas en el test
de Turingy
considera que un
agente es racional
cuando actua con la
intencidn de
alcanzar el mejor
resultado

damentales que plantea este modelo del

agente racional, que es el m4s extendido.

PROBLEMAS FILOSOFICOS DE LA IA

Una primera cuestion filosdfica que se estd ju-

gando aqui es qué se entiende por racionalidad.
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De entrada, se parte de un concepto de la ra-
cionalidad como “la capacidad de elegir la
mejor accién posible para alcanzar un objetivo
concreto, dados unos determinados criterios
que es necesario optimizar y ademds teniendo
en cuenta los recursos disponibles” (Russell y
Norvig 2011, 41). Y uno de los elementos cen-
trales es la “percepcién” del entorno en el que
se encuentra inmerso el sistema a través de sen-
sores que recopilan e interpretan datos, proce-
san la informacién derivada de esos datos, se-
leccionan la accién mds Sptima que se puede
realizar y actian en consecuencia mediante los
oportunos accionadores, logrando asf modificar

el entorno.

Por tanto, las capacidades fundamentales
de este tipo de sistemas son la percepcion, el
“razonamiento” (dicho con mas propiedad,
el tratamiento de informacién)® y la accién.
Entendemos que tanto “racionalidad” como
“percepcion” hay que ponerlos aqui entre co-
millas, porque al menos a dia de hoy no son
comparables con la racionalidad o la percep-
cién humanas, que son el punto de referen-
cia. En todas estas cuestiones se reproduce la
eterna confusién entre informacién y cono-
cimiento, omnipresente en los contextos tec-

nolégicos.

Lo mismo sucede con el aprendizaje. Se
habla de aprendizaje supervisado (que introduce
suficientes ejemplos de comportamiento de
entrada y salida) y de aprendizaje por refuerzo
(que cada vez que adopta una decisién propor-
ciona una sefial de recompensa que informa al
sistema si la decision fue acertada o no). Algu-
nos métodos de aprendizaje automatico adop-
tan algoritmos basados en el concepto de redes
neuronales, que tratan de replicar el funciona-

miento del cerebro humano; en concreto, en
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el denominado aprendizaje profundo la red neu-
ronal cuenta con varias capas entre la entrada
y la salida que le permiten aprender la relacién
general entre ellas en pasos sucesivos. Este ul-
timo enfoque resulta mds preciso y requiere un
menor grado de orientacién humana. Por ul-
timo, también estd la robdtica (o inteligencia ar-
tificial integrada), que se ocupa de las maquinas
fisicas que tienen que enfrentarse a la dina-
mica, la incertidumbre y la complejidad del
mundo fisico. Adem4s de la IA, en el disefio y
funcionamiento de robots desempefian algin

tipo de funcién la ingenieria mecdnica o la te-

orfa del control’.

En definitiva, cuando uno se pone a exa-

minar las ideas que se expresan desde el mo-

delo del “agente inteligente”
se encuentra con problemas
filoséficos muy graves que no
han sido analizados suficien-
temente, como la “racionali-
dad”, el “aprendizaje”, la “re-
solucién de problemas” o la
“toma de decisiones” (esta ul-
tima nos parece la cuestién
mds grave y que mas implica-
ciones tiene a nivel ético y so-
cial). En el fondo el problema
es que los enfoques de la 1A
sobre esos conceptos suelen
ser muy reduccionistas: son
enfoques que toman la parte
por el todo, o que se fijan sélo
en un aspecto y obvian otras
dimensiones que también
estan ahi y que hay que tener
en cuenta. Ademds, hay una
especie de “adanismo concep-
tual”, sobre todo en los dmbi-

tos mds técnicos de la IA, que

Algunos métodos
de aprendizaje
automatico adoptan
algoritmos basados
en el concepto de
redes neuronales,
que tratan de
replicar el
funcionamiento del
cerebro humano; en
el aprendizaje
profundo la red
neuronal cuenta con
varias capas entre la
entrada y la salida
que le permiten
aprender la relacion
general entre ellas
en pasos sucesivos
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Cuando se examinan las ideas
expresadas desde el modelo del
“agente inteligente” se encuentran
problemas filoséficos muy graves no
analizados suficientemente, como la
“racionalidad”, el "aprendizaje”,

la “resolucion de problemas”

es fruto basicamente de la ignorancia: se plan-
tean estas cuestiones como si fuesen nuevas,
empezando de cero, y las tratan de resolver en
unos términos a veces bastante superficiales,
saltdandose siglos y siglos de debate filoséfico
sobre este tipo de conceptos.

Ademds, la consecuencia de la tesis del

procesamiento de informacién o de la metéfora
computacional, que caracteriza a la mente
como un procesador de informacién similar a
un ordenador, es “una relacién de circularidad
improductiva, carente de tensién, entre la psi-
cologfa cognitiva y la IA simbdlica: la primera
supone que la mente es como una computa-
dora, y la segunda pretende utilizar computa-
doras para duplicar el funcionamiento de la
mente” (Carabantes 2016, 14).

Aparte de los temas que acabamos de
mencionar, Nos encontramos con otros pro-
blemas filoséficos gravisimos como la inten-
cionalidad, la conciencia, la introspeccién,
la autoconciencia, el lenguaje, la memoria,
la percepcidn, etcétera®. Asimismo, aparece
la cuestion de los limites y el alcance del co-
nocimiento humano, los procesos psicolégi-
cos de la cognicién: jde dénde viene el co-
nocimiento?, ;cémo se genera la inteligencia
o la conciencia a partir de un cerebro fisico?’,
Jqué reglas formales son las adecuadas para
obtener conclusiones validas? (es decir, todo
el campo de la l16gica y la matemdtica). Otro
campo que también estarfa involucrado aqui
es el de la teorfa de la accién: las razones para
actuar, la motivacién, el deseo, la influencia
de las pasiones, etcétera'®. Por no mencionar
problemas filoséficos tan importantes como
la libertad y la voluntad, o la relacién mente-
cuerpo, que es uno de los asuntos centrales

de la filosofia moderna''.
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o la “toma de decisiones”

;Se puede pretender saltar por encima de
todos estos debates filoséficos sin tenerlos en
cuenta’ No parece adecuado, pero es lo que
ocurre con la mayorfa de los expertos en [A.
Frente a esas concepciones estrechas de la “ra-
cionalidad” y el “aprendizaje”, se puede negar
la capacidad de las maquinas y ordenadores
para actuar inteligentemente, y se puede hacer

utilizando distintos argumentos:

e El argumento de incapacidad, que parte
de la evidencia de que hay cosas que las
maquinas nunca podran hacer. Aquf estd
envuelta también toda la cuestion emo-
cional o afectiva.

e La objecién matemdtica por el teorema
de la incompletitud de Godel: las maqui-
nas son sistemas formales que estdn limi-
tados por este teorema, mientras que las
personas no.

¢ El argumento de la informalidad del com-
portamiento y de las decisiones: no todo es
reducible a notacién légica o a algoritmo.

e El problema de la cualificacién, que para
nosotros es clave: el comportamiento hu-
mano es demasiado complejo para poder
captarlo mediante un conjunto de reglas, y
no todo es cuantificable. Esto es fundamen-
tal para entender un fenémeno tan pujante
en los tltimos afios como es el Big Data.
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En cualquier caso, al margen de en qué
términos se plantee la cuestién, no hay que
olvidar que en las mdquinas siempre faltard
la autoconciencia: la conciencia de sus pro-
pias acciones y estados mentales. También se
pueden plantear aqui las cuestiones de la
emocionalidad, la intencionalidad, las “inte-
ligencias multiples” (Gardner), la “inteligen-
cia sentiente” (Zubiri), etc.

CONCLUSION: LA URGENCIA
DE UNA REFORMA UNIVERSITARIA

En cuanto a la indefinicién y limitaciones que
hemos visto del concepto de 1A, quizd la cues-
tién de fondo que se estd jugando ahi es que
seguramente no tiene sentido la pregunta tal y
como la formulé Alan Turing en el titulo de su
famoso articulo: “;Puede pensar una m4-
quina?”, pues esa pregunta implica utilizar en
sentido analégico —y sin explicar— un término
(“pensar”) que estan tratando de aplicar en
sentido univoco, identificindolo con el pen-
samiento humano, cuando en realidad lo uti-
lizan de manera equivoca, y es ahf —insistimos—
donde se producen las confusiones y los
malentendidos. Hay quien considera que de-
berfa transformarse ese interrogante en este
otro: jpueden las maquinas hacer como que
piensan e igualar o mejorar los resultados del
pensamiento humano? Por su parte, John Se-
arle dijo: “;Podrfa pensar una maquina? La res-
puesta es obviamente, si. Nosotros somos pre-

cisamente esas mdquinas”.

En cuanto a las consecuencias éticas (en las
que no hemos entrado en este articulo), es evi-
dente que la IA va a afectarnos en el futuro de
formas que atn desconocemos, por lo que la
propia sociedad, los expertos, los investigadores
y los dirigentes gubernamentales deben estar

en alerta constante. Ademas de las posibles de-
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rivaciones totalitarias de las

técnicas biotecnoldgicas o
biopoliticas por su uso desde
instancias de poder antilibe-
rales, ha de sefialarse el posi-
ble menoscabo de las liberta-
des individuales, en términos
de control, vigilancia, inva-
sién de la privacidad, etc. Y la
cuestién que hemos comen-
tado de la responsabilidad y la
toma de decisiones es desde
nuestro punto de vista lo mds
importante, pues afecta a lo
mas profundo que somos

como seres humanos.

La disponibilidad de datos
digitales masivos, los avances
biotecnoldgicos, la capacidad
de almacenamiento informéa-

tico y las innovaciones en el

La disponibilidad

de datos digitales
masivos, los avances
biotecnoldgicos, la
capacidad de
almacenamiento y
las innovaciones

de la cienciay la
ingenieria en
relacion con los
métodos y
herramientas de la
|A, dibujan un futuro
muy interesante con
un fuerte
componente de
incertidumbre

campo de la ciencia y la ingenierfa en relacién
con los métodos y herramientas de la IA, di-
bujan un futuro muy interesante pero que
también incluye un fuerte componente de in-
certidumbre. Un futuro que, en cualquier caso,

debe ser pensado desde la filosoffa.

Por eso consideramos que es necesaria
una reforma universitaria que no distinga tan
marcadamente entre letras y ciencias, entre

humanidades y tecnologia, superando la di-
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visién de las “dos culturas” (C. P. Snow). Por Searle, J. (2000): Razones para actuar. Una teo-

ejemplo, a nuestro parecer serfa imperioso
que las universidades espafiolas incluyeran
entre su oferta académica el Doble Grado en
Filosofia e Inteligencia Artificial, donde los

ria del libre albedrio. Oviedo: Ediciones
Nobel.

Turing, A. (1985): “;Puede pensar una méa-

quina?” En Turing, A., Putnam, H. y David-
son, D. Mentes y maquinas. Madrid: Tecnos.

estudiantes puedan formarse en la historiade ~ Wilhelmsen, Frederick D. (2023): La estructura

la filosoffa, la teorfa del conocimiento, la 16-
gica, la ética, la estética, la metafisica, la psi-

paraddjica de la existencia. Madrid: Dykin-
son. Traduccidn, prologo y notas de Ernesto
Baltar.

cologia, la lingiifstica, las matemdticas, la in- Wooldridge, M. (2020): The Road to Conscious

formadtica, la estadistica, la tecnologia, la
neurociencia, etc. (ademds de inglés y otros

Machines. The Story of Al. Dublin: Penguin
Books.

idiomas, incluida alguna lengua muerta). Zubiri, X. (1998): Inteligencia sentiente, I. Inte-

De hecho, creemos que de esta “nueva”

ligencia y realidad. Madrid: Alianza Editorial.

universidad podrian salir al mercado laboral NOTAS

y profesional personas muy potentes —una
nueva generacién formada'?, inteligente y
comprometida con su pafs— que puedan cam-
biar la situacién de Espafia, francamente me-
jorable en tantos aspectos.
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Véase Ernesto Baltar, “El posthumanismo
en la UCI de la realidad”, Telos, Fundacién
Telefénica, 16 de octubre de 2020:
https://telos.fundaciontelefonica.com/telos-
114-analisis-baltar-el-poshumanismo-en-la-
uci-de-la-realidad/

No deja de ser curioso en este sentido que
algunos de los que estén llevando mas lejos
los planteamientos de la IA fuerte propug-
nen precisamente la superacion de esa dis-
tincién mediante la fusién de lo natural y lo
artificial, de lo humano y lo tecnoldgico, por
ejemplo en los llamados ciborgs o en los
seres bidnicos, seres que son medio artifi-
ciales medio naturales (por ejemplo, pue-
den ser personas que lleven dentro de su
cuerpo determinados implantes o chips in-
tegrados). Eso, que hasta hace poco podia
sonar a ciencia-ficcion, lo estan defen-
diendo actualmente distintas corrientes
adscritas al posthumanismo o transhuma-
nismo, supuestamente con el objetivo de
mejorar las capacidades fisicas y cognitivas
del ser humano, hasta llegar a una supera-
cién de lo biolégico.

Ya en 1962 Allen Newell y Herbert Simon
desarrollaron el “Sistema de Resolucion Ge-
neral de Problemas” (SRGA), donde compa-
raron las etapas del proceso de razona-
miento con las de los seres humanos ante
los mismos problemas.
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Cuadernos

Ese “como si” no es un elemento trivial,
sino que nos parece la clave de la cuestién.

En el marco del test de Turing, el ordena-
dor debia tener cuatro capacidades funda-
mentalmente para poder enganar al eva-
luador: procesamiento del lenguaje natural
(entendery hablar el inglés); representacion
del conocimiento (para almacenar lo que se
conoce o siente); razonamiento automatico
(para utilizar la informacién acumulada para
responder preguntas y extraer nuevas con-
clusiones), y aprendizaje automético (para
adaptarse a las nuevas circunstancias y de-
tectar y extrapolar patrones) (cfr. Turing
1985). Posteriormente se fue perfeccio-
nando el test y la llamada "“prueba global
de Turing” incluye una sefial de video para
que el evaluador pueda valorar la capaci-
dad de percepcion del ordenador y ade-
mas pueda pasar objetos a través de una
ventanita. Aqui ya el ordenador tendria que
estar dotado de visidon computacional (para
percibir objetos) y robética (para manipular
y mover objetos). Por tanto, el desarrollo de
esas seis capacidades (4+2) forman parte
de la lA.

Cuando en el contexto de la IA se habla de
razonamiento y adopcidn de decisiones, se
incluye la planificacién, la programacién, la
busqueda de soluciones y la optimizacién
de los resultados. El primer paso es conver-
tir los datos en conocimiento, creando un
modelo; a continuacién se extraen inferen-
cias a través de reglas simbdlicas, se busca
la optimizacién entre todas las soluciones
posibles a un problema y finalmente se
toma una decisién sobre la accion que se
debe llevar a cabo. Este grupo de técnicas
incluye el aprendizaje automatico, las redes
neuronales, el aprendizaje profundo o los
arboles de decisién, entre otros instrumen-
tos que permiten aprender a resolver pro-
blemas que no se pueden describir me-
diante reglas de razonamiento simbélicas.

La categoria de "robots” incluye, por ejem-
plo, manipuladores robéticos, vehiculos au-
ténomos, drones, robots humanoides, ro-
bots de limpieza, etc.

Por ejemplo, la intencionalidad es un con-
cepto que existe desde la filosofia medieval,
que retoma Franz Brentano a finales del XIX,
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y que en el siglo XX van a estudiar en el dm-
bito de la teoria de la mente autores como
Daniel Dennett.

Esto lo estudia la neurociencia, pero tam-
bién lo ha estudiado toda la teoria moderna
del conocimiento. Para que nos podamos
plantear, como hizo Alan Turing, si puede
pensar una maquina, lo primero que tene-
mos que saber es a qué estamos llamando
pensar. Ademads, aunque una maquina lo-
grase pasar el test de Turing, eso no quiere
decir que realmente esté pensando sino
que simplemente estarfa simulando esa ac-
cién de pensar.

Sobre esta cuestién recomendamos el libro
de John Searle, Razones para actuar. Ya
desde las categorias aristotélicas de accidén
y pasién esta planteada esa cuestion, y se
ha estudiado en toda la historia de la filoso-
fla. Se ha desarrollado asimismo en el
campo de la economia la teoria de la deci-
sion o la teoria de juegos.

Toda la filosofia moderna no dejé de dar
vueltas a esta cuestiéon: Descartes no lo re-
suelve, Malebranche y el ocasionalismo le
dieron una solucién teoldgica con el “recurso
aDios”, Spinoza lo disuelve al unificar las sus-
tancias en una sola, Leibniz aplica el principio
de la armonia preestablecida, etc. En el am-
bito del empirismo tenemos a Hume con su
critica a la idea del yo y del alma como sus-
tancia, y de esa critica de Hume saldra en el
siglo XX toda la filosofia analitica: la famosa
critica de Gilbert Ryle al dualismo cartesiano
(el "dogma del fantasma en la maquina”), el
fisicalismo del empirismo légico (el Circulo de
Viena), Quine, Wittgenstein, Dennet, Richard
Rorty, etc.

De hecho, como ya anunciaba Frederick D.
Wilhelmsen hacia 1970 partiendo de las
ideas de Marshall McLuhan sobre la revolu-
cion tecnoldgica de la informética, “en el fu-
turo las élites educadas tendran que imitar
el acto mismo de existir: deben sintetizar en
una unidad una increible cantidad de infor-
macién que abrumara a la humanidad y la
sumird en la angustia, a menos que el hom-
bre emerja verdaderamente en una Era de
la Metafisica, una era capaz de plantear la
pregunta decisiva que no puede ser asu-
mida ni contestada por la tecnologia infor-
matica: jpor qué?” (2013, 10).
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